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Fake news detection: 
Limited Ground Truth, 

Limited Text, 
No Understanding of Spreading Intent
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Fake News & Related Concepts

Fake news is intentionally false
news published by a news outlet.
• Intention : Bad
• Authenticity : False
• News or not? News

A broader definition: 
• Fake news is false news

Definition of fake news

Syracuse University Arizona State University
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Distinguishing fake news from 
other related concepts

For example, Disinformation is false information [news or non-
news] with a bad intention aiming to mislead the public.

Open Problems:
• How similar are writing 

styles or propagation 
patterns?

• Can we use the same 
detection strategies?

• Can we distinguish between 
them? e.g., fake news from 
satire news
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Fake News Detection
• Knowledge-based Fake News Detection
• Style-based Fake News Detection
• Propagation-based Fake News Detection
• Source-based Fake News Detection

Syracuse University Arizona State University
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I. Limited Ground Truth
II. Limited Text 
III. Unknown Intent of Fake News Spreaders

Challenges and Highlights



Syracuse University Arizona State
University

8

I. Limited ground truth:
- you can collect data:  ReCOVery dataset

ReCOVery: A Multimodal Repository for COVID-19 News Credibility Research
X. Zhou, A. Mulay, E. Ferrara, R. Zafarani
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I. and more data….
- CHECKED (Chinese COVID-19 Fake News Dataset) Dataset

CHECKED: Chinese COVID-19 fake news dataset
Chen Yang, Xinyi Zhou & Reza Zafarani
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I. Or you can design methods that 
require limited data:
Why is Fake News Early Detection important?

• The more fake news spreads, the more likely 
for people to trust it

Term Phenomenon

Backfire 
effect

Given evidence against their beliefs, 
individuals can reject it even more strongly

Conservatis
m bias

The tendency to revise one’s belief 
insufficiently when presented with new 
evidence. 

Semmelwei
s reflex

Individuals tend to reject new evidence as 
it contradicts with established norms and 
beliefs.

Term Phenomenon
Attentional bias Exposure frequency - individuals 

tend to believe information is 
correct after repeated exposures. 

Validity effect
Echo chamber effect
Bandwagon effect Peer pressure - individuals do 

something primarily because 
others are doing it and to 
conform to be liked and accepted 
by others.

Normative influence 
theory

Social identity theory
Availability cascade

So
ci

al
in

fl
ue

nc
e

• Once people have trusted the fake news, it 
can be difficult to correct users’ perceptions

Fake News Early Detection
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Disinformation

Deceptive
claim

Undeutsch
hypothesis

Deceptive statements differ in content style
and quality from the truth.

Reality 
monitoring

Deceptive claims are characterized by higher 
levels of sensory-perceptual information. 

Four-factor 
theory

Lies are expressed differently in emotion and
cognitive process from the truth.

Information
Manipulation 
theory

Extreme information quantity often exists in 
deception.

• Interpretability
• Empirical relations

Fake News Early Detection: A Theory-driven Model
Xinyi Zhou, Atishay Jain, Vir V. Phoha, Reza Zafarani

Deceptive 
news

Syracuse University Arizona State University
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I. Writing Style

Level Feature(s)
Lexicon BOWs

Syntax
POS Tags

CFGs
Discourse RRs

Le
xi

co
n ‘rat’ 1 x x

‘cheese’ 1 x x

PO
S noun 2 x x

verb 1 x x

CF
G S  NP VP 1 x x

DT  ‘the’ 2 x x

RR

Evidence 1 x x

Condition 2 x x

N1 N2 N3

Fake News Early Detection: A Theory-driven Model
Xinyi Zhou, Atishay Jain, Vir V. Phoha, Reza Zafarani
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II. Content Quality
Feature(s) Example Tool & Ref.

Informality

#/% Swear Words “damn”

Linguistic 
Inquiry and 
Word Count 

(LIWC)

#/% Netspeak “btw”
#/% Assent “OK”
#/% Nonfluencies “umm”
#/% Fillers “you know”
Overall #/% Informal 
Words /

Subjectivit
y

#/% Biased Lexicons “attack” [1]
#/% Report Verbs “announce”
#/% Factive Verbs “observe” [2]

Diversity

#/% Unique Words / /
#/% Unique Content 
Words “car” LIWC

#/% Unique Nouns /
POS 

Taggers
#/% Unique Verbs /
#/% Unique Adjectives /
#/% Unique Adverbs / [1

] M
ar

ta
 R
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en
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l. 
Li

ng
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st
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fo
r 
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yz
in

g 
an

d 
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g 
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ed
 

La
ng
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, 2
01

3.
[2
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5.

Xinyi Zhou, Atishay Jain, Vir V. Phoha, Reza Zafarani
Fake News Early Detection: A Theory-driven Model
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IV. Sentiment
VI. Quantity

V. Cognitive ProcessIII. Perceptual Process

#/% Positive Words

LIWC

#/% Negative Words
#/% Anxiety Words
#/% Anger Words
#/% Sadness Words
Overall #/% Emotional Words
Avg. Sentiment Score of Words NLTK

# Characters
# Words
# Sentences
# Paragraphs
Avg. # Characters Per Word
Avg. # Words Per Sentence
Avg. # Sentences Per Paragraph

#/% Insight “think”

LIWC

#/% Causation “because”
#/% Discrepancy “should”
#/% Tentative “perhaps”
#/% Certainty “always”
#/% Differentiation “but”
Overall #/% Cognitive Processes

#/% See

LIWC#/% Hear
#/% Feel
Overall #/% Perceptual Processes

Xinyi Zhou, Atishay Jain, Vir V. Phoha, Reza Zafarani
Fake News Early Detection: A Theory-driven Model
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Language Level Feature Group
PolitiFact BuzzFeed

XGBoost RF XGBoost RF
Acc. F1 Acc. F1 Acc. F1 Acc. F1

Within
Levels

Lexicon BOW .856 .858 .837 .836 .823 .823 .815 .815
Shallow Syntax POS .755 .755 .776 .776 .745 .745 .732 .732

Deep Syntax CFG .877 .877 .836 .836 .778 .778 .845 .845
Semantic DIA+CBA .745 .748 .737 .737 .722 .750 .789 .789
Discourse RR .621 .621 .633 .633 .658 .658 .665 .665

Across
Two

Levels

Lexicon+Syntax BOW+POS+CFG .858 .860 .822 .822 .845 .845 .871 .871
Lexicon+Semantic BOW+DIA+CBA .847 .820 .839 .839 .844 .847 .844 .844
Lexicon+Discourse BOW+RR .877 .877 .880 .880 .872 .873 .841 .841

Syntax+Semantic POS+CFG+DIA+CBA .879 .880 .827 .827 .817 .823 .844 .844
Syntax+Discourse POS+CFG+RR .858 .858 .813 .813 .817 .823 .844 .844

Semantic+Discourse DIA+CBA+RR .855 .857 .864 .864 .844 .841 .847 .847

Across
Three
Levels

All-Lexicon All-BOW .870 .870 .871 .871 .851 .844 .856 .856
All-Syntax All-POS-CFG .834 .834 .822 .822 .844 .844 .822 .822

All-Semantic All-DIA-CBA .868 .868 .852 .852 .848 .847 .866 .866
All-Discourse All-RR .892 .892 .887 .887 .879 .879 .868 .868

Overall .865 .865 .845 .845 .855 .856 .854 .854

Syracuse University
15

Within/Across-level Performance

Within-level
1. Lexicon / Deep Syntax

(80%~90%)
2. Semantic / Shallow Syntax    

(70%~80%)
3. Discourse

(60%~70%)

Across-level > Within-level 
(exclude RRs)

Fake News Early Detection: A Theory-driven Model
Xinyi Zhou, Atishay Jain, Vir V. Phoha, Reza Zafarani

Syracuse University Arizona State University
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Fake News & Deception

p-value<0.1

Supportive 
Theory Deception Fake News

Undeutsch
hypothesis

Differs in content 
style and quality 
from truth

Consistent

Reality 
monitoring

Has a higher levels of
sensory-perceptual 
information than 
truth

Similar levels to 
the truth

Four-factor 
theory

Differs in cognitive
process from the 
truth

Carries less 
cognitive information 
than truth

Information
Manipulation 
theory

Often refers to 
extreme information 
quantity

More words in 
headlines while less in 
body-text. 

Syracuse University Arizona State University
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II. Limited Text

• Few existing studies have explored the relationship (similarity) between news text 
and images to help detect fake news.

X. Zhou, J. Wu, R. Zafarani, SAFE: Similarity-Aware 
Multimodal Fake News Detection, 

?

- Pursue Multi-Modal Fake News Detection
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Motivation

Why is such similarity worth exploring? 

● Fake news writers actively use attractive but 
irrelevant textual and visual information to 
form a false story
○ To attract the public attention

● Sometimes it is passive behavior
○ Cannot find related and non-manipulated images 

to support false claims
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SAFE: Predicting Process



Syracuse University Arizona State
University

20

SAFE: Learning Process
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SAFE: Feature 
Representativeness/Joint Learning
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Experiments: General Performance
PolitiFac
t GossipCopResult on multiple modalities:

● Textual + Visual + Relational >          
Textual + Visual information
○ SAFE vs att-RNN, SAFE\S, SAFE\W

● Textual + Visual ≈ Relational information
○ SAFE\S vs SAFE\W

Multi-modal > Single-modal methods
● Multi-modal > Single-modal information

○ SAFE, SAFE\S, SAFE\W, att-RNN                          vs 
LIWC, VGG-19, SAFE\T, SAFE\V 

Among single-modal methods
● Textual > Visual infor.

○ LIWC vs VGG-19
○ SAFE\V vs SAFE\T 



Syracuse University Arizona State
University

23

Experiments: Case Studies

Examples of true
news articles:

Examples of 

fake news articles:
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III. Assessing Intent of Fake News Spreaders
A frequently observed Phenomenon: 

Individuals can spread fake news unintentionally without recognizing its falsehood

Our goal is to address some research questions:
1. Why does an individual unintentionally spread fake news?
2. How can we model and assess the intent of fake news spreaders?
3. Where can we obtain the ground-truth data to evaluate such models? 

• If no such data is available, how can one collect it from scratch?

4. How does modeling the intention of news spreaders help fake news 
detection and mitigation?

Xinyi Zhou,Kai Shu, Vir V. Phoha, Huan Liu, Reza Zafarani, “This is Fake! Shared it by Mistake”: Assessing 
the Intent of Fake News Spreaders, TheWeb Conference 2022

Yogurt can cure cancer!

No eggs a day keeps AD away
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Why? Psychological Interpretations for 
Unintentional Fake News Spreading

• External Influence: a user trusting/spreading a frequently-posted idea due to
• Peer pressure, conforming to the behavior of others for being accepted by the 

community (social identity theory [1]). 
• Social Exposure, where more exposure increases one’s perceived accuracy of fake news 

and leads to unintentional spreading (e.g., due to validity effect [2])

• Internal Influence: a user would trust and spread a fake story that matches his 
or her preexisting knowledge

• Individuals tend to believe fake news articles that confirm their preexisting values and 
beliefs [3])

[1] Michael A Hogg. 2020. Social identity theory. Stanford University Press
[2] Gordon Pennycook, Tyrone D Cannon, and David G Rand. 2018. Prior exposure increases perceived accuracy of fake news. Journal of experimental psychology: general 147, 12 (2018), 1865.
[3] Sendhil Mullainathan and Andrei Shleifer. 2005. The market for news. American Economic Review 95, 4 (2005), 1031–1053.
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Modeling Intention of Fake News 
Spreaders

• Fake news spreading is more unintentional if the posting 
behavior is affected more

• Externally (by the similar behavior of other users) and/or
• Internally (by the user’s similar past behavior)

• Rough Idea: Constructing an influence graph of posts to 
capture pairwise influence among posts, where a (directed) 
edge between two posts indicates the (external or internal) 
influence flow from one post to the other.
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Intention Modeling of Fake News 
Spreaders on Social Media

Consider a pair of posts 𝑝𝑝𝑖𝑖 and 𝑝𝑝𝑗𝑗…

𝑡𝑡𝑖𝑖 < 𝑡𝑡𝑗𝑗
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Intention Modeling of Fake News 
Spreaders on Social Media

Influence Graph G = (V, E, W)
• V = {𝑝𝑝1 ,𝑝𝑝2, …, 𝑝𝑝𝑛𝑛}
• (𝑝𝑝𝑖𝑖 ,𝑝𝑝𝑗𝑗) ∈ E ⟺𝑡𝑡𝑖𝑖 < 𝑡𝑡𝑗𝑗 and 𝑎𝑎𝑖𝑖 ≠ 𝑎𝑎𝑗𝑗
• W𝑖𝑖𝑗𝑗 = S(𝑎𝑎𝑖𝑖,𝑎𝑎𝑗𝑗) × S(𝑝𝑝𝑖𝑖 ,𝑝𝑝𝑗𝑗) × T(𝑡𝑡𝑖𝑖 , 𝑡𝑡𝑗𝑗)

• S(.,.): Similarity function (mostly by designing 
deep learning models for image/text) 

• T(.): A self-defined monotonically decreasing 
decay function to capture users’ forgetting

Using derived weights, we can compute the 
overall influence on each post (denoted as 
affected degree)

…

…

…

…

…

…

…(a1, c1, t1, u1) 

(a2, c2, t2, u1) 

(a3, c3, t3, u1) 

(a1, c4, t4, u2) 

(a1, c5, t5, u2) 

(a4, c6, t6, u2) 

(a1, c7, t7, u1) 

Internal influence
External influence
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Method Evaluation: Data & 
Annotation
Evaluation data is required that contains the ground-truth label on
• News credibility, i.e., whether a news article is fake news or the truth; and
• User intention, i.e., whether a user spreads a fake news article intentionally or 

unintentionally.
Such datasets do not exist!

Our strategy: Extend current datasets by annotating intention of fake news 
spreaders.

How?



Data for Method Evaluation

Request labels: news credibility + spreader intent

30

! Time-consuming: 5 min per post
4-5 months in total if annotating 
24/7

Manual annotation
● 2 well-trained annotators 
● 300 posts randomly sampled

○ Intent: intentional / unintentional
○ Confidence: 0 / 0.5 / 1
○ Justification & Time

● Cohen’s kappa: 0.61 (substantial)
● 119 posts: agree on intent with conf. ≥ 0.5

○ Small-scale, gold-standard, balanced
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• Intentional spreaders: Bots + trolls + correctors

• Unintentional spreaders: Others

The task boils down to identifying 
bots, trolls, correctors and 
corresponding correction tweets….

Algorithm to simulate manual annotation

• Intentional: bots, trolls, correctors
• Bots & trolls: often suspended, cannot be educated
• Correctors: no need to be educated

• Unintentional: others



Method Evaluation

Our goal: unintentional fake news 
spreaders have significantly greater 
affected degrees than intentional ones 

32

Results: unintentional fake news 
spreaders have greater affected degrees 
than intentional ones (bots, trolls, or 
correctors)

● Manual & algorithmic annotation
● Statistically significant
● Results are stable even when 

changing  the hyperparameters in 
the annotation algorithm
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Intent + 
Fake News DetectionI. Affected degree + traditional 

machine learning 

Features: affected degree + content + 
propagation patterns (109 features)
Classifier: XGBoost

II. Influence graph + deep learning

Features learned by HetGNN1 & classified 
by XGBoost

Zhang, C., et al.  (2019). Heterogeneous Graph Neural Network. KDD (pp. 793-803).
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Method’s Prospects in Fake News 
Mitigation
Personalized intervention: Developing diverse strategies for fake news spreaders 
with various intentions to effectively and reasonably intervene with the spread of 
fake news on social media. For example,

• Removing and blocking bots and trolls, as intentional and malicious spreaders;
• Educating and correcting unintentional fake news spreaders.

Can there be a new recommendation algorithm that not only recommend 
interesting topics but also correction posts?

How effective are such algorithm in intervening with the spread of fake news?
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Further resources

• Zhou, X., Shu, K., Phoha, V. V., Liu, H., & Zafarani, R. (2022). " This is Fake! Shared it 
by Mistake": Assessing the Intent of Fake News Spreaders. arXiv preprint 
arXiv:2202.04752.

• Zhou, Xinyi, and Reza Zafarani. "Fake news: A survey of research, detection 
methods, and opportunities." arXiv preprint arXiv:1812.00315 (2018).

• Zhou, Xinyi, Jindi Wu, and Reza Zafarani. "SAFE: Similarity-aware multi-modal fake 
news detection." arXiv preprint arXiv:2003.04981 (2020).

• Zhou, Xinyi, et al. "Fake News Early Detection: A Theory-driven 
Model." arXiv (2019): arXiv-1904.

• Zhou, Xinyi, and Reza Zafarani. "Network-based Fake News Detection: A Pattern-
driven Approach." arXiv preprint arXiv:1906.04210 (2019).

• Zhou, Xinyi, et al. "ReCOVery: A Multimodal Repository for COVID-19 News 
Credibility Research." arXiv preprint arXiv:2006.05557 (2020).

• Zhou, Xinyi, et al. "Fake news: Fundamental theories, detection strategies and 
challenges." Proceedings of the twelfth ACM international conference on web 
search and data mining. 2019.

• Yang, Chen, et al. "CHECKED: Chinese COVID-19 Fake News Dataset." arXiv preprint 
arXiv:2010.09029 (2020).



Syracuse University Arizona State University

36

https://xinyizhou.xyz/papers/xzhou-kdd19-slides.pdf

WEBSITES

Xinyi Zhou (https://xinyizhou.xyz/)
zhouxinyi@data.syr.edu

Apurva Mulay C. Mohan Vir Phoha

Jennifer GrygielAtishay Jain Jindi Wu Niraj Sitaula Kai Shu Emilio Ferrara Huan LiuChen Yang

https://xinyizhou.xyz/papers/xzhou-kdd19-slides.pdf
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